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Estimate the First and Second Order Marginals

1. The joint probability distribution of the random vector
V = [V1,Vz,...,Vq4]" in terms of conditional probabilities is given as:

P(V) =P(V1)P(V2|V1)P(V3|V1,V2)...P(V4|V1,Va,...,V4_1),

2. Each V; is conditioned on an increasing number of other variables.

3. Approximation: Use only the lower-order marginals:

d
Pa(V) = [[ Pr(VilVi@)

i=1

Pa(V) is the approximated form of P(V). V; conditioned on Vj.
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Create a Fully Connected Undirected Graph

The dependence of the variables can be represented as

G = (V,E,W)

> Vs a finite set of vertices;
» V; represents the random variables.

» E is afinite set of edges;
» (Vi,V;) represents an edge between the vertices V; and V.

» W is afinite set of weights;
> w;; is the weight assigned to the edge (V;, V;).
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Create a Fully Connected Undirected Graph

The values of weights can be calculated based on either:

1. Expected Mutual Information Measure:

* P 1
(Vi Vi) = 32, Pr(vi, V) log st
2. Chi-Square Metric:

(Pr(vi,v))—P(vi)P(v)))?
IX(V|7VJ) = Zvi,vj PJ(V|)P(VJ) J :

3. Assuming Normality (Correlation Matrix):
_ 1 2
1*(Vi, Vj) = =3 log(1 — pj) -
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Create a Fully Connected Undirected Graph

1. The connected graph consists of a large number of trees (O(d@~2)).

2. Each tree represents a unique approximated form of P (V).

3. The best “dependence tree” = the Maximum Spanning Tree.

4. Maximum Likelihood method - Estimates the unknown probabilities.

5. The MLE of best dependence tree - Compute the MST of the graph.
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Wigg=0.10842
Wye=0.00188431 Wi =0.00034661
wap=0.00177422  Wiy5,=0.000829135
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W=D 00188431 wipe=0 00054861
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wigg=0.10842
We=0.00188431  wiye=0.00034661 D

Wiyp0.00177422 Wig,=0.000823135 Wep=0.000784181

Wi, =0.000377804 W =0.00070503  Wee=0.0018242  Wipe=0.00131661
Wil =0.000B71407 W= 0.0008177058 Wee=0L0M35565 Wiy =0000441118
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iag=0.10842
Wioe=0.00128431  wipo=0.00024661 D
Wpp=0.00177422  Wy=0000820135 Wgp=0.000794181

Wi, =0.000377684  W,e=0.00078593 Wee=0.0018242  Wipe=000131651
Wi\ =0.000671407  W,.= 0.000B17705 er=0.00135855 Wipe=0.000441118 Wi =0.00130967
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Wipg=0110847
wipe=0.00182431  wpo=0.00084651 D
Wiap=0.00177422  Wigy=0.000829135 Wep=0.000784181

W,=0.00037764  Wipe=000079593  Wee=0.0018242  Wpe=0.00131681
Wap=0.000B71407  Wyp= D.000RT 7705 Wer=0.00135955  Wipp=0.000441118  Wig=0.00130967
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Wiag=0.10842
iae=0.00188431  wigo=0.00084661
w =0 00177422 Wyp=0.000920135 W p=0 000734181

iy =0.00037 7694 Wye=0.00079593  WWoe=0.0018242  Wip =0.00131661
Wi =0.000671 407 W= 0000617705 Wice=0.00135955  Wip:=0.000441118  Wer=0.00130957
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wigg=0.10842
wie=0.00188431  wye=0.00084661 D

Wiap=0.00177422  Wy,p=0.000829135 Wep=0.000794181

Wil =0.0002377604 W, =0.00079503  Wee=0.00182427  Wipe=0.00131661

Wil =0.000671 407 W= 0.000B1 7704 Wep=0.00135965 W, =0.000441118 Wig=0.00130967
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Wipg=0110847
wipe=0.00182431  wpo=0.00084651 D
wipp=0.00177422  Wip=0.000829135 Wp=0.000784181

W,e=0.000377E4  Wipe=000079593  Wee=0.0018242  Wpe=0.00131661
i, =0.000671 407 W,= 0.000617705 Wier=0.00135055  ¥p=0.000441118  Wer=0.00130967
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